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BUSINESS RESEARCH 
MODULE II- SAMPLING DESIGN 

INTRODUCTION 

Sampling is a fundamental part of statistics. Samples are collected to achieve an 

understanding of a population because it is typically not feasible to observe all 

members of the population. The goal is to collect samples that provide an accurate 

representation of the population. Constraints on time and money dictate that the 

sampling effort must be efficient. More samples are needed to characterize the 

nature of highly variable populations than less variable populations. 

A sample design is the framework, or road map, that serves as the basis for the 

selection of a survey sample and affects many other important aspects of a survey 

as well. In a broad context, survey researchers are interested in obtaining some 

type of information through a survey for some population, or universe, of interest. 

One must define a sampling frame that represents the population of interest, from 

which a sample is to be drawn. The sampling frame may be identical to the 

population, or it may be only part of it and is therefore subject to some under 

coverage, or it may have an indirect relationship to the population (e. g. the 

population is preschool children and the frame is a listing of preschools). ... 

A sample design is a definite plan for obtaining a sample from a given population. 

It refers to the technique or the procedure the researcher would adopt in selecting 

items for the sample. Sample design may as well lay down the number of items to 

be included in the sample i.e., the size of the sample. Sample design is determined 

before data are collected. There are many sample designs from which a researcher 

can choose. Some designs are relatively more precise and easier to apply than 

others. Researcher must select/prepare a sample design which should be reliable 

and appropriate for his research study. 
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CENSUS AND SAMPLE SURVEY 

 

 
 

All items in any field of inquiry constitute a „Universe‟ or „Population.‟ A 

complete enumeration of all items in the „population‟ is known as a census inquiry. 

It can be presumed that in such an inquiry, when all items are covered, no element 

of chance is left and highest accuracy is obtained. But in practice this may not be 

true. Even the slightest element of bias in such an inquiry will get larger and larger 

as the number of observation increases. Moreover, there is no way of checking the 

element of bias or its extent except through a resurvey or use of sample checks. 

Besides, this type of inquiry involves a great deal of time, money and energy. 

Therefore, when the field of inquiry is large, this method becomes difficult to 

adopt because of the resources involved. At times, this method is practically 

beyond the reach of ordinary researchers. Perhaps, government is the only 

institution which can get the complete enumeration carried out. Even the 

government adopts this in very rare cases such as population census conducted 

once in a decade. Further, many a time it is not possible to examine every item in 

the population, and sometimes it is possible to obtain sufficiently accurate results 

by studying only a part of total population. In such cases there is no utility of 

census surveys. 

However, it needs to be emphasized that when the universe is a small one, it is no 

use resorting to a sample survey. When field studies are undertaken in practical 

life, considerations of time and cost almost invariably lead to a selection of 

respondents i.e., selection of only a few items. The respondents selected should be 

as representative of the total population as possible in order to produce a miniature 

cross-section. The selected respondents constitute what is technically called a 

„sample‟ and the selection process is called „sampling technique.‟ The survey so 

conducted is known as „sample survey‟. Algebraically, let the population size be N 



 
VISHAKHA MANKAR 

Shantiniketan Business School, Nagpur 
 

and if a part of size n (which is < N) of this population is selected according to 

some rule for studying some characteristic of the population, the group consisting 

of these n units is known as „sample‟. Researcher must prepare a sample design for 

his study i.e., he must plan how a sample should be selected and of what size such 

a sample would be. 

 

Parameters  Census method Sampling method 

(1) Nature of 

enquiry 

The extensive enquiry is 

conducted at each and every 

unit of the population is studied. 

The limited enquiry is conducted 

as only a few units of the 

population are studied. 

(2) Economy More Time, Money & Labor -It 

requires a large amount of 

money, time and labour. 

Less Time, Money & 

Labour Relatively less money, 

time, and labour are required. 

(3) Suitability It is more suitable if the 

population is heterogeneous in 

nature. 

It is more suitable if the 

population is homogeneous in 

nature. 

(4) Reliability 

and accuracy 

Results are quite reliable and 

accurate under the Census 

method. 

The under sampling 

method results and less 

reliable because a high degree of 

accuracy is not achieved. 

(5) Organization 

and supervision 

It is very difficult to organize 

and supervise the census 

method. 

The sampling method 

is comparatively easy to organize 

and supervise. 

(6) Verification Under this method results of the 

investigation cannot be verified. 

Under this method, results can be 

tested taking out another small 

sample. 

(7) Nature of 

method 

Census method is an old 

method of investigation and it 

is not a very scientific method. 

The sampling method is a new 

and practicable method, It is 

a scientific method. 
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SAMPLE DESIGN 

A sample Design is the framework, or road map, that serves as the basis for the 

selection of the survey sample and affects many other important aspects of survey 

as well. 

Sampling design is a mathematical function that gives you the probability of any 

given sample being drawn. Sample design may make use of the characteristics of 

the overall market population, but it does not have to be proportionally 

representative. Sample design covers the method of selection, the sample structure 

and plans for analyzing and interpreting the results. 
 

 

IMPLICATIONS OF A SAMPLE DESIGN 

A sample design is a definite plan for obtaining a sample from a given population. 

It refers to the technique or the procedure the researcher would adopt in selecting 

items for the sample. Sample design may as well lay down the number of items to 

be included in the sample i.e., the size of the sample. Sample design is determined 

before data are collected. There are many sample designs from which a researcher 

can choose. Some designs are relatively more precise and easier to apply than 

others. Researcher must select/prepare a sample design which should be reliable 

and appropriate for his research study. 

 

STEPS IN SAMPLE DESIGN 

While developing a sampling design, the researcher must pay attention to the 

following points: 

(i) Type of universe: The first step in developing any sample design is to clearly 

define the set of objects, technically called the Universe, to be studied. The 

universe can be finite or infinite. In finite universe the number of items is certain, 

but in case of an infinite universe the number of items is infinite, i.e., we cannot 

have any idea about the total number of items. The population of a city, the number 

of workers in a factory and the like are examples of finite universes, whereas the 

number of stars in the sky, listeners of a specific radio programme, throwing of a 

dice etc. are examples of infinite universes. 

 

(ii) Sampling unit: A decision has to be taken concerning a sampling unit before 

selecting sample. Sampling unit may be a geographical one such as state, district, 

village, etc., or a construction unit such as house, flat, etc., or it may be a social 
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unit such as family, club, school, etc., or it may be an individual. The researcher 

will have to decide one or more of such units that he has to select for his study. 

 

(iii) Source list: It is also known as „sampling frame‟ from which sample is to be 

drawn. It contains the names of all items of a universe (in case of finite universe 

only). If source list is not available, researcher has to prepare it. Such a list should 

be comprehensive, correct, reliable and appropriate. It is extremely important for 

the source list to be as representative of the population as possible. 

 

(iv)Size of sample: This refers to the number of items to be selected from the 

universe to constitute a sample. This is major problem before a researcher. The size 

of sample should neither be excessively large, nor too small. It should be optimum. 

An optimum sample is one which fulfills the requirements of efficiency, 

representativeness, reliability and flexibility. 

While deciding the size of sample, researcher must determine the desired precision 

as also an acceptable confidence level for the estimate. The size of population 

variance needs to be considered as in case of larger variance usually a bigger 

sample is needed. The size of population must be kept in view for this also limits 

the sample size. The parameters of interest in a research study must be kept in 

view, while deciding the size of the sample. 

Costs to dictate the size of sample that we can draw. As such, budgetary constraint 

must invariably be taken into consideration when we decide the sample size. 

 

(v) Parameters of interest: In determining the sample design, one must consider 

the question of the specific population parameters which are of interest. For 

instance, we may be interested in estimating the proportion of persons with some 

characteristic in the population, or we may be interested in knowing some average 

or the other measure concerning the population. There may also be important sub-

groups in the population about whom we would like to make estimates. All this has 

a strong impact upon the sample design we would accept. 

 

(vi) Budgetary constraint: Cost considerations, from practical point of view, have 

a major impact upon decisions relating to not only the size of the sample but also 

to the type of sample. This fact can even lead to the use of a non-probability 

sample. 

 

(vii) Sampling procedure: Finally, the researcher must decide the type of sample 

he will use i.e., he must decide about the technique to be used in selecting the items 
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for the sample. In fact, this technique or procedure stands for the sample design 

itself. There are several sample designs (explained in the pages that follow) out of 

which the researcher must choose one for his study. Obviously, he must select that 

design which, for a given sample size and for a given cost, has a smaller sampling 

error. 

 

CRITERIA OF SELECTING A SAMPLING PROCEDURE 

In this context one must remember that two costs are involved in a sampling 

analysis viz., the cost of collecting the data and the cost of an incorrect inference 

resulting from the data. Researcher must keep in view the two causes of incorrect 

inferences viz., systematic bias and sampling error. Systematic bias results from 

errors in the sampling procedures, and it cannot be reduced or eliminated by 

increasing the sample size. At best the causes responsible for these errors can be 

detected and corrected. Usually a systematic bias is the result of one or more of the 

following factors: 

1. Inappropriate sampling frame: If the sampling frame is inappropriate i.e., a 

biased representation of the universe, it will result in a systematic bias. 

 

2. Defective measuring device: If the measuring device is constantly in error, it 

will result in systematic bias. In survey work, systematic bias can result if the 

questionnaire or the interviewer is biased. Similarly, if the physical measuring 

device is defective there will be systematic bias in the data collected through such 

a measuring device. 

 

3. Non-respondents: If we are unable to sample all the individuals initially 

included in the sample, there may arise a systematic bias. The reason is that in such 

a situation the likelihood of establishing contact or receiving a response from an 

individual is often correlated with the measure of what is to be estimated. 

 

4. Indeterminacy principle: Sometimes we find that individuals act differently 

when kept under observation than what they do when kept in non-observed 

situations. For instance, if workers are aware that somebody is observing them in 

course of a work study on the basis of which the average length of time to 

complete a task will be determined and accordingly the quota will be set for piece 

work, they generally tend to work slowly in comparison to the speed with which 

they work if kept unobserved. Thus, the indeterminacy principle may also be a 

cause of a systematic bias. 
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5. Natural bias in the reporting of data: Natural bias of respondents in the 

reporting of data is often the cause of a systematic bias in many inquiries. There is 

usually a downward bias in the income data collected by government taxation 

department, whereas we find an upward bias in the income data collected by some 

social organization. People in general understate their incomes if asked about it for 

tax purposes, but they overstate the same if asked for social status or their 

affluence. 

Generally in psychological surveys, people tend to give what they think is the 

„correct‟ answer rather than revealing their true feelings. 

Sampling errors are the random variations in the sample estimates around the true 

population parameters. Since they occur randomly and are equally likely to be in 

either direction, their nature happens to be of compensatory type and the expected 

value of such errors happens to be equal to zero. Sampling error decreases with the 

increase in the size of the sample, and it happens to be of a smaller magnitude in 

case of homogeneous population. 

Sampling error can be measured for a given sample design and size. The 

measurement of sampling error is usually called the „precision of the sampling 

plan‟. If we increase the sample size, the precision can be improved. But increasing 

the size of the sample has its own limitations viz., a large sized sample increases 

the cost of collecting data and also enhances the systematic bias. Thus the effective 

way to increase precision is usually to select a better sampling design which has a 

smaller sampling error for a given sample size at a given cost. In practice, 

however, people prefer a less precise design because it is easier to adopt the same 

and also because of the fact that systematic bias can be controlled in a better way 

in such a design. 

In brief, while selecting a sampling procedure, researcher must ensure that the 

procedure causes a relatively small sampling error and helps to control the 

systematic bias in a better way. 

 

CHARACTERISTICS OF A GOOD SAMPLE DESIGN 

From what has been stated above, we can list down the characteristics of a good 

sample design as under: 

(a) Sample design must result in a truly representative sample. 

(b) Sample design must be such which results in a small sampling error. 

(c) Sample design must be viable in the context of funds available for the research 

study. 

(d) Sample design must be such so that systematic bias can be controlled in a better 

way. 
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(e) Sample should be such that the results of the sample study can be applied, in 

general, for the universe with a reasonable level of confidence. 

 

DIFFERENT TYPES OF SAMPLE DESIGNS 

There are different types of sample designs based on two factors viz., the 

representation basis and the element selection technique. On the representation 

basis, the sample may be probability sampling or it may be non-probability 

sampling. Probability sampling is based on the concept of random selection, 

whereas non-probability sampling is „non-random‟ sampling. On element selection 

basis, the sample may be either unrestricted or restricted. When each sample 

element is drawn individually from the population at large, then the sample so 

drawn is known as „unrestricted sample‟, whereas all other forms of sampling are 

covered under the term „restricted sampling‟. The following chart exhibits the 

sample designs as explained above. 

Thus, sample designs are basically of two types‟ viz., non-probability sampling 

and probability sampling. We take up these two designs separately. 

 

 

 
 

I. Non-probability sampling: 

 In a non-probability sample, individuals are selected based on non-random 

criteria, and not every individual has a chance of being included. This type of 

sample is easier and cheaper to access, but it has a higher risk of sampling bias. 

That means the inferences you can make about the population are weaker than with 

probability samples, and your conclusions may be more limited. If you use a non-

probability sample, you should still aim to make it as representative of the 

population as possible.  
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Non-probability sampling techniques are often used in exploratory and qualitative 

research. In these types of research, the aim is not to test a hypothesis about a 

broad population, but to develop an initial understanding of a small or under-

researched population. 

 
 

1. Convenience sampling 

A convenience sample simply includes the individuals who happen to be most 

accessible to the researcher. This is an easy and inexpensive way to gather initial 

data, but there is no way to tell if the sample is representative of the population, so 

it can‟t produce generalizable results. 

Example 

You are researching opinions about student support services in your university, so 

after each of your classes, you ask your fellow students to complete a survey on the 

topic. This is a convenient way to gather data, but as you only surveyed students 
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taking the same classes as you at the same level, the sample is not representative of 

all the students at your university. 

2. Voluntary response sampling 

Similar to a convenience sample, a voluntary response sample is mainly based on 

ease of access. Instead of the researcher choosing participants and directly 

contacting them, people volunteer themselves (e.g. by responding to a public 

online survey). Voluntary response samples are always at least somewhat biased, 

as some people will inherently be more likely to volunteer than others. 

Example 

You send out the survey to all students at your university and a lot of students 

decide to complete it. This can certainly give you some insight into the topic, but 

the people who responded are more likely to be those who have strong opinions 

about the student support services, so you can‟t be sure that their opinions are 

representative of all students. 

3. Purposive sampling 

This type of sampling, also known as judgments sampling, involves the researcher 

using their expertise to select a sample that is most useful to the purposes of the 

research. It is often used in qualitative research, where the researcher wants to gain 

detailed knowledge about a specific phenomenon rather than make statistical 

inferences, or where the population is very small and specific. An effective 

purposive sample must have clear criteria and rationale for inclusion. 

Example 

You want to know more about the opinions and experiences of disabled students at 

your university, so you purposefully select a number of students with different 

support needs in order to gather a varied range of data on their experiences with 

student services. 

4. Snowball sampling 

If the population is hard to access, snowball sampling can be used to recruit 

participants via other participants. The number of people you have access to 

“snowballs” as you get in contact with more people. 

Example 

You are researching experiences of homelessness in your city. Since there is no list 

of all homeless people in the city, probability sampling isn‟t possible. You meet 

one person who agrees to participate in the research, and she puts you in contact 

with other homeless people that she knows in the area. 

https://www.scribbr.com/methodology/qualitative-research/
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Quota sampling 
It is also an example of non-probability sampling. Under quota sampling the 

interviewers are simply given quotas to be filled from the different strata, with 

some restrictions on how they are to be filled. In other words, the actual selection 

of the items for the sample is left to the interviewer‟s discretion. This type of 

sampling is very convenient and is relatively inexpensive. But the samples so 

selected certainly do not possess the characteristic of random samples. Quota 

samples are essentially judgment samples and inferences drawn on their basis are 

not amenable to statistical treatment in a formal way. 

 

II. Probability sampling:  

Probability sampling means that every member of the population has a chance of 

being selected. It is mainly used in quantitative research. If you want to produce 

results that are representative of the whole population, probability sampling 

techniques are the most valid choice. 

A) Simple Random Sampling 

Probability sampling is also known as „random sampling‟ or „chance sampling‟. 

Under this sampling design, every item of the universe has an equal chance of 

inclusion in the sample. It is, so to say, a lottery method in which individual units 

are picked up from the whole group not deliberately but by some mechanical 

process.  

Example 

You want to select a simple random sample of 100 employees of Company X. You 

assign a number to every employee in the company database from 1 to 1000, and 

use a random number generator to select 100 numbers. 

Here it is blind chance alone that determines whether one item or the other is 

selected. The results obtained from probability or random sampling can be assured 

in terms of probability i.e., we can measure the errors of estimation or the 

significance of results obtained from a random sample, and this fact brings out the 

superiority of random sampling design over the deliberate sampling design. 

Random sampling ensures the law of Statistical Regularity which states that if on 

an average the sample chosen is a random one, the sample will have the same 

composition and characteristics as the universe. This is the reason why random 

sampling is considered as the best technique of selecting a representative sample. 
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Random sampling from a finite population refers to that method of sample 

selection which gives each possible sample combination an equal probability of 

being picked up and each item in the entire population to have an equal chance of 

being included in the sample. This applies to sampling without replacement i.e., 

once an item is selected for the sample, it cannot appear in the sample again 

(Sampling with replacement is used less frequently in which procedure the element 

selected for the sample is returned to the population before the next element is 

selected. In such a situation the same element could appear twice in the same 

sample before the second element is chosen). In brief, the implications of random 

sampling (or simple random sampling) are: 

(a) It gives each element in the population an equal probability of getting into the 

sample; and all choices are independent of one another. 

(b) It gives each possible sample combination an equal probability of being chosen. 
 

HOW TO SELECT A RANDOM SAMPLE? 

With regard to the question of how to take a random sample in actual practice, we 

could, in simple cases like the one above, write each of the possible samples on a 

slip of paper, mix these slips thoroughly in a container and then draw as a lottery 

either blindfolded or by rotating a drum or by any other similar device. Such a 

procedure is obviously impractical, if not altogether impossible in complex 

problems of sampling. In fact, the practical utility of such a method is very much 

limited. 

Fortunately, we can take a random sample in a relatively easier way without taking 

the trouble of enlisting all possible samples on paper-slips as explained above. 

Instead of this, we can write the name of each element of a finite population on a 

slip of paper, put the slips of paper so prepared into a box or a bag and mix them 

thoroughly and then draw (without looking) the required number of slips for the 

sample one after the other without replacement. In doing so we must make sure 

that in successive drawings each of the remaining elements of the population has 

the same chance of being selected. This procedure will also result in the same 

probability for each possible sample. We can verify this by taking the above 

example. Since we have a finite population of 6 elements and we want to select a 

sample of size 3, the probability of drawing any one element for our sample in the 

first draw is 3/6, the probability of drawing one more element in the second draw is 

2/5, (the first element drawn is not replaced) and similarly the probability of 

drawing one more element in the third draw is 

1/4. Since these draws are independent, the joint probability of the three elements 

which constitute our sample is the product of their individual probabilities and this 

works out to 3/6 × 2/5 × 1/4 = 1/20. 
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This verifies our earlier calculation. 

Even this relatively easy method of obtaining a random sample can be simplified in 

actual practice by the use of random number tables. Various statisticians like 

Tippett, Yates, Fisher have prepared tables of random numbers which can be used 

for selecting a random sample. Generally, Tippett‟s random number tables are used 

for the purpose. Tippett gave10400 four figure numbers. He selected 

41600 digits from the census reports and combined them into fours to give his 

random numbers which may be used to obtain a random sample. 

We can illustrate the procedure by an example. First of all we reproduce the first 

thirty sets of Tippett‟s numbers 

 

2952 6641 3992      9792 7979 5911 

 

3170 5624 4167 9525 1545 1396 

 

7203 5356 1300 2693 2370 7483 

 

3408 2769 3563 6107 6913 7691 

 

0560 5246 1112 9025 6008 8126 

 

 

Suppose we are interested in taking a sample of 10 units from a population of 5000 

units, bearing numbers from 3001 to 8000. We shall select 10 such figures from 

the above random numbers which are not less than 3001 and not greater than 8000. 

If we randomly decide to read the table numbers from left to right, starting from 

the first row itself, we obtain the following numbers: 6641, 3992, 7979, 5911, 

3170, 5624, 4167, 7203, 5356, and 7483. 

The units bearing the above serial numbers would then constitute our required 

random sample. 

One may note that it is easy to draw random samples from finite populations with 

the aid of random number tables only when lists are available and items are readily 

numbered. But in some situations it is often impossible to proceed in the way we 

have narrated above. For example, if we want to estimate the mean height of trees 

in a forest, it would not be possible to number the trees, and choose random 

numbers to select a random sample. In such situations what we should do is to 

select some trees for the sample haphazardly without aim or purpose, and should 

treat the sample as a random sample for study purposes. 
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RANDOM SAMPLE FROM AN INFINITE UNIVERSE 

So far we have talked about random sampling, keeping in view only the finite 

populations. But what about random sampling in context of infinite populations? It 

is relatively difficult to explain the concept of random sample from an infinite 

population. However, a few examples will show the basic characteristic of such a 

sample. Suppose we consider the 20 throws of a fair dice as a sample from the 

hypothetically infinite population which consists of the results of all possible 

throws of the dice. If the probability of getting a particular number, say 1, is the 

same for each throw and the 20 throws are all independent, then we say that the 

sample is random. Similarly, it would be said to be sampling from an infinite 

population if we sample with replacement from a finite population and our sample 

would be considered as a random sample if in each draw all elements of the 

population have the same probability of being selected and successive draws 

happen to be independent. In brief, one can say that the selection of each item in a 

random sample from an infinite population is controlled by the same probabilities 

and that successive selections are independent of one another. 

 

B) COMPLEX RANDOM SAMPLING DESIGNS 

Probability sampling under restricted sampling techniques, as stated above, may 

result in complex random sampling designs. Such designs may as well be called 

„mixed sampling designs‟ for many of such designs may represent a combination 

of probability and non-probability sampling procedures in selecting a sample. 

Some of the popular complex random sampling designs are as follows: 

 

(i) Systematic sampling: In some instances, the most practical way of sampling is 

to select every ith item on a list. Sampling of this type is known as systematic 

sampling. An element of randomness is introduced into this kind of sampling by 

using random numbers to pick up the unit with which to start. For instance, if a 4 

per cent sample is desired, the first item would be selected randomly from the first 

twenty-five and thereafter every 25th item would automatically be included in the 

sample. 

Example 

All employees of the company are listed in alphabetical order. From the first 10 

numbers, you randomly select a starting point: number 6. From number 6 onwards, 

every 10th person on the list is selected (6, 16, 26, 36, and so on), and you end up 

with a sample of 100 people. 
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Thus, in systematic sampling only the first unit is selected randomly and the 

remaining units of the sample are selected at fixed intervals. Although a systematic 

sample is not a random sample in the strict sense of the term, but it is often 

considered reasonable to treat systematic sample as if it were a random sample. 

Systematic sampling has certain plus points. It can be taken as an improvement 

over a simple random sample in as much as the systematic sample is spread more 

evenly over the entire population. 

It is an easier and less costly method of sampling and can be conveniently used 

even in case of large populations. But there are certain dangers too in using this 

type of sampling. If there is a hidden periodicity in the population, systematic 

sampling will prove to be an inefficient method of sampling. 

For instance, every 25th item produced by a certain production process is 

defective. If we are to select a 4% sample of the items of this process in a 

systematic manner, we would either get all defective items or all good items in our 

sample depending upon the random starting position. If all elements of the universe 

are ordered in a manner representative of the total population, i.e., the population 

list is in random order, systematic sampling is considered equivalent to random 

sampling. 

But if this is not so, then the results of such sampling may, at times, not be very 

reliable. In practice, systematic sampling is used when lists of population are 

available and they are of considerable length. 

 

(ii) Stratified sampling: 

 If a population from which a sample is to be drawn does not constitute a 

homogeneous group, stratified sampling technique is generally applied in order to 

obtain a representative sample. Under stratified sampling the population is divided 

into several sub-populations that are individually more homogeneous than the total 

population (the different sub-populations are called „strata‟) and then we select 

items from each stratum to constitute a sample. Since each stratum is more 

homogeneous than the total population, we are able to get more precise estimates 

for each stratum and by estimating more accurately each of the component    parts; 

we get a better estimate of the whole. In brief, stratified sampling results in more 

reliable and detailed information. 

Example 

The company has 800 female employees and 200 male employees. You want to 

ensure that the sample reflects the gender balance of the company, so you sort the 
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population into two strata based on gender. Then you use random sampling on 

each group, selecting 80 women and 20 men, which give you a representative 

sample of 100 people. 

The following three questions are highly relevant in the context of stratified 

sampling: 

(a) How to form strata? 

(b) How should items be selected from each stratum? 

(c) How many items be selected from each stratum or how to allocate the sample 

size of each stratum? 

Regarding the first question, we can say that the strata be formed on the basis of 

common characteristic(s) of the items to be put in each stratum. This means that 

various strata be formed in such a way as to ensure elements being most 

homogeneous within each stratum and most heterogeneous between the different 

strata. Thus, strata are purposively formed and are usually based on past 

experience and personal judgments of the researcher. One should always remember 

that careful consideration of the relationship between the characteristics of the 

population and the characteristics to be estimated are normally used to define the 

strata. At times, pilot study may be conducted for determining a more appropriate 

and efficient stratification plan. We can do so by taking small samples of equal size 

from each of the proposed strata and then examining the variances within and 

among the possible stratifications, we can decide an appropriate stratification plan 

for our inquiry. 

In respect of the second question, we can say that the usual method, for selection of 

items for the sample from each stratum, resorted to is that of simple random 

sampling. Systematic sampling can be used if it is considered more appropriate in 

certain situations. 

Regarding the third question, we usually follow the method of proportional 

allocation under which the sizes of the samples from the different strata are kept 

proportional to the sizes of the strata. That is, if Pi represents the proportion of 

population included in stratum i, and n represents the total sample size, the number 

of elements selected from stratum i is n. Pi. To illustrate it, let us suppose that we 

want a sample of size n = 30 to be drawn from a population of size N = 8000 which 

is divided into three strata of size N1 = 4000, N2 = 2400 and N3 = 1600. Adopting 

proportional allocation, we shall get the sample sizes as under for the different 

strata: 

For strata with N1 = 4000, we have P1 = 4000/8000 and hence n1 = n . P1 = 30 

(4000/8000) = 15 
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Similarly, for strata with N2 = 2400, we have 

n2 = n. P2 = 30 (2400/8000) = 9, and  

For strata with N3 = 1600, we have 

n3 = n. P3 = 30 (1600/8000) = 6. 

Thus, using proportional allocation, the sample sizes for different strata are 15, 9 

and 6 respectively which is in proportion to the sizes of the strata viz., 4000: 2400: 

1600. Proportional allocation is considered most efficient and an optimal design 

when the cost of selecting an item is equal for each stratum, there is no difference 

in within-stratum variances, and the purpose of sampling happens to be to estimate 

the population value of some characteristic. But in case the purpose happens to be 

to compare the differences among the strata, then equal sample selection from each 

stratum would be more efficient even if the strata differ in sizes. In cases where 

strata differ not only in size but also in variability and it is considered reasonable to 

take larger samples from the more variable strata and smaller samples from the less 

variable strata, we can then account for both (differences in stratum size and 

differences in stratum variability) by using disproportionate sampling design by 

requiring: n1/N1s1 = n2 /N2s2 = ......... = nk /Nksk where s1, s2 , ... and sk denote 

the standard deviations of the k strata, N1, N2,…, Nk denote the sizes of the k strata 

and n1, n2,…, nk denote the sample sizes of k strata. This is called „optimum 

allocation‟ in the context of disproportionate sampling. The allocation in such a 

situation results in the following formula for determining the sample sizes different 

strata: 

 

ni=           n Ni si 

        N 1 s1+    N 2 s2 +…+ N k sk 

  

(iii) Cluster sampling: If the total area of interest happens to be a big one, a 

convenient way in which a sample can be taken is to divide the area into a number 

of smaller non-overlapping areas and then to randomly select a number of these 

smaller areas (usually called clusters), with the ultimate sample consisting of all (or 

samples of) units in these small areas or clusters. 

Example 

The company has offices in 10 cities across the country (all with roughly the same 

number of employees in similar roles). You don‟t have the capacity to travel to 

every office to collect your data, so you use random sampling to select 3 offices – 

these are your clusters. 
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Thus in cluster sampling the total population is divided into a number of relatively 

small subdivisions which are themselves clusters of still smaller units and then 

some of these clusters are randomly selected for inclusion in the overall sample. 

Suppose we want to estimate the proportion of machine parts in an inventory 

which are defective. Also assume that there are 20000 machine parts in the 

inventory at a given point of time, stored in 400 cases of 50 each. Now using a 

cluster sampling, we would consider the 400 cases as clusters and randomly select 

„n‟ cases and examine all the machine parts in each randomly selected case. 

Cluster sampling, no doubt, reduces cost by concentrating surveys in selected 

clusters. But certainly it is less precise than random sampling. There is also not as 

much information in „n‟ observations within a cluster as there happens to be in „n‟ 

randomly drawn observations. Cluster sampling is used only because of the 

economic advantage it possesses; estimates based on cluster samples are usually 

more reliable per unit cost. 

 

(iv) Area sampling: If clusters happen to be some geographic subdivisions, in that 

case cluster sampling is better known as area sampling. In other words, cluster 

designs, where the primary sampling unit represents a cluster of units based on 

geographic area, are distinguished as area sampling. 

The plus and minus points of cluster sampling are also applicable to area sampling. 

 

(v) Multi-stage sampling: Multi-stage sampling is a further development of the 

principle of cluster sampling. Suppose we want to investigate the working 

efficiency of nationalized banks in India and we want to take a sample of few 

banks for this purpose. The first stage is to select large primary sampling unit such 

as states in a country. Then we may select certain districts and interview all banks 

in the chosen districts. This would represent a two-stage sampling design with the 

ultimate sampling units being clusters of districts. 

If instead of taking a census of all banks within the selected districts, we select 

certain towns and interview all banks in the chosen towns. This would represent a 

three-stage sampling design. If instead of taking a census of all banks within the 

selected towns, we randomly sample banks from each selected town, then it is a 

case of using a four-stage sampling plan. If we select randomly at all stages, we 

will have what is known as „multi-stage random sampling design‟. 

Ordinarily multi-stage sampling is applied in big inquires extending to a 

considerable large geographical area, say, the entire country. There are two 

advantages of this sampling design viz., 
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(a) It is easier to administer than most single stage designs mainly because of the 

fact that sampling frame under multi-stage sampling is developed in partial units. 

(b) A large number of units can be sampled for a given cost under multistage 

sampling because of sequential clustering, whereas this is not possible in most of 

the simple designs. 

 

(vi) Sampling with probability proportional to size: In case the cluster sampling 

units do not have the same number or approximately the same number of elements, 

it is considered appropriate to use a random selection process where the probability 

of each cluster being included in the sample is proportional to the size of the 

cluster. For this purpose, we have to list the number of elements in each cluster 

irrespective of the method of ordering the cluster. Then we must sample 

systematically the appropriate number of elements from the cumulative totals. The 

actual numbers selected in this way do not refer to individual elements, but 

indicate which clusters and how many from the cluster are to be selected by simple 

random sampling or by systematic sampling. The results of this type of sampling 

are equivalent to those of a simple random sample and the method is less 

cumbersome and is also relatively less expensive.  

 

(vii) Sequential sampling: This sampling design is somewhat complex sample 

design. The ultimate size of the sample under this technique is not fixed in 

advance, but is determined according to mathematical decision rules on the basis of 

information yielded as survey progresses. This is usually adopted in case of 

acceptance sampling plan in context of statistical quality control. When a particular 

lot is to be accepted or rejected on the basis of a single sample, it is known as 

single sampling; when the decision is to be taken on the basis of two samples, it is 

known as double sampling and in case the decision rests on the basis of more than 

two samples but the number of samples is certain and decided in advance, the 

sampling is known as multiple sampling. But when the number of samples is more 

than two but it is neither certain nor decided in advance, this type of system is 

often referred to as sequential sampling. Thus, in brief, we can say that in 

sequential sampling, one can go on taking samples one after another as long as one 

desires to do so. 

 

 


